FOI/2025/103 - Document 1

s _____________

Subject: 3:30pm | Catch Up Discussion - Google and II&E [SEC=OFFICIAL]
Location: MR-ONC-L3W-Peter Doherty Room

Start: Fri 28/03/2025 3:30 PM

End: Fri 28/03/2025 4:00 PM

Show Time As: Tentative

Recurrence: (none)

Meeting Status: Not yet responded

Organizer: Good, Peter

Good afternoon all,

Following earlier correspondence, scheduling in some time for a catch up between Google and II&E to discuss'

_, social media ban, online safety,_.

This meeting with be held at our PM&C offices located at One National Circuit Barton, ACT in the Peter Doherty
Room.

There will be a teams link below for virtual attendees.
Upon you arrival, please contact- on_ to be escorted from the parking garage to the security desk.

Parking details will be sent through shortly.

Warm regards,

| (A/g) Executive Assistant to

EA to
Peter Good | Assistant Secretary | Industry and Communications Branch

Department of the Prime Minister and Cabinet

e @ch.gov.au I W. Www.pmc.gov.au

Ngunnawal Country, One National Circuit Barton ACT 2600 | PO Box 6500 CANBERRA ACT 2600

The Department acknowledges and pays respect to the past, present and emerging Elders and Traditional

Custodians of Country, and the continuation of cultural, spiritual and educational practices of Aboriginal

and Torres Strait Islander peoples.

Microsoft Teams need help?

Join the meeting now
Meeting ID: 432 730 977 158
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Passcode: gp3gf7Hw

FOI1/2025/103 - Document 1

Dial in by phone
+61 2 9053 4920,,751204514# Australia, Sydney

Find a local number
Phone conference ID: 751 204 514#

Join on a video conferencing device

Tenant key: _@vc.pmc.gov.au

Video ID: 134 146 520 1

More info

For organizers: Meeting options | Reset dial-in PIN
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s ______________

Google Calendar <calendar-notification@google.com> on behalf of-

From:
@google.com>
Sent: Tuesday, 25 March 2025 4:16 PM
To:
Subject: Accepted: 3:30pm | Catch Up Discussion - Google and [I&E [SEC=OFFIC... @ Fri Mar
28, 2025 3:30pm - 4pm (AEDT) (Good, Peter)
Attachments: invite.ics

_ has accepted this invitation.

Good afternoon all,

Following earlier correspondence, scheduling in some time for a catch up between Google and I[I&E
to discuss _social media ban, online safety, _

This meeting with be held at our PM&C offices located at One National Circuit Barton, ACT in the
Peter Doherty Room.

There will be a teams link below for virtual attendees.

Upon you arrival, please contact B on 81222(#)(@)(ii) to be escorted from the parking garage to
the security desk.

Parking details will be sent through shortly.

Warm regards,

| (A/g) Executive Assistant to

EA to
Peter Good | Assistant Secretary | Industry and Communications Branch

Department of the Prime Minister and Cabinet

: s 22(1)(@))
B @ch.gov.au | w. www.pmc.gov.au

Ngunnawal Country, One National Circuit Barton ACT 2600 | PO Box 6500 CANBERRA ACT 2600
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The Department acknowledges and pays respect to the past, present and emerging Elders and
Traditional Custodians of Country, and the continuation of cultural, spiritual and educational
practices of Aboriginal and Torres Strait Islander peoples.

Microsoft Teams Need help?
Join the meeting now
Meeting ID: 432 730 977 158
Passcode: gp3gf7Hw

Dial in by phone

+61 2 9053 4920,,751204514# Australia, Sydney
Find a local number

Phone conference ID: 751 204 514#

Join on a video conferencing device

Tenant key: S47E(d) | @vc.pmc.gov.au
Video ID: 134 146 520 1

More info

For organizers: Meeting options | Reset dial-in PIN

When
Friday Mar 28, 2025 - 3:30pm — 4pm (Eastern Australia Time - Sydney)

|_ocation

MR-ONC-L3W-Peter Doherty Room
View map

Guests

Good, Peter - organizer

|_uchetti, Narelle
View all guest info

ation from Google Calendar
are receiving this email because you are an attendee on the event.

varding this invitation could allow any recipient to send a response to the organizer, be added to the guest list, invite others regardless of their own
ation status, or modify your RSVP. Learn more
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s _____________

From: Google Calendar <calendar-notification@google.com> on behalf of-
@google.com>

Sent: Tuesday, 25 March 2025 4:59 PM

To: Good, Peter

Subject: 3:30pm | Catch Up Discussion - Google and II&E [SEC=OFFICIAL]

Attachments: invite.ics

_ has accepted this invitation.

Good afternoon all,

Following earlier correspondence, scheduling in some time for a catch up between Google and II&E
o discuss 8122(1)(@)(ii) . social media ban, online safety, S:22(1)(@)(ii) .

This meeting with be held at our PM&C offices located at One National Circuit Barton, ACT in the
Peter Doherty Room.

There will be a teams link below for virtual attendees.

Upon you arrival, please contact- on 822(")(@)(ii) to be escorted from the parking garage to
the security desk.

Parking details will be sent through shortly.

Warm regards,

_ | (A/g) Executive Assistant to
EA to
Peter Good | Assistant Secretary | Industry and Communications Branch

s 22(1)@a@
e

Department of the Prime Minister and Cabinet

5+s 22(1)(@)(i) s 22(1)(@)(i)

e. _@ch.gov.au | w. www.pme.gov.au

Ngunnawal Country, One National Circuit Barton ACT 2600 | PO Box 6500 CANBERRA ACT 2600
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The Department acknowledges and pays respect to the past, present and emerging Elders and
Traditional Custodians of Country, and the continuation of cultural, spiritual and educational
practices of Aboriginal and Torres Strait Islander peoples.

Microsoft Teams Need help?
Join the meeting now
Meeting ID: 432 730 977 158
Passcode: gp3gf7Hw

Dial in by phone

+61 2 9053 4920,,751204514# Australia, Sydney
Find a local number

Phone conference ID: 751 204 514#

Join on a video conferencing device

Tenant key: S47E(d) | @vc.pmc.gov.au
Video ID: 134 146 520 1

More info

For organizers: Meeting options | Reset dial-in PIN

When
Friday Mar 28, 2025 - 3:30pm — 4pm (Eastern Australia Time - Melbourne)

|_ocation

MR-ONC-L3W-Peter Doherty Room
View map

Guests

Good, Peter - organizer

|_uchetti, Narelle
View all guest info

ation from Google Calendar
are receiving this email because you are an attendee on the event.

varding this invitation could allow any recipient to send a response to the organizer, be added to the guest list, invite others regardless of their own
ation status, or modify your RSVP. Learn more
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s _____________

From: Google Calendar <calendar-notification@google.com> on behalf of
ﬁ@google.com>

Sent: Tuesday, 25 March 2025 5:01 PM

To: Good, Peter

Subject: 3:30pm | Catch Up Discussion - Google and II&E [SEC=OFFICIAL]

Attachments: invite.ics

- has accepted this invitation.

Good afternoon all,

Following earlier correspondence, scheduling in some time for a catch up between Google and II&E
o discuss 8122(1)(@)(ii) . social media ban, online safety, S:22(1)(@)(ii) .

This meeting with be held at our PM&C offices located at One National Circuit Barton, ACT in the
Peter Doherty Room.

There will be a teams link below for virtual attendees.

Upon you arrival, please contact- on 822(")(@)(ii) to be escorted from the parking garage to
the security desk.

Parking details will be sent through shortly.

Warm regards,

_ | (A/g) Executive Assistant to
EA to
Peter Good | Assistant Secretary | Industry and Communications Branch

s 22(1)@a@
e

Department of the Prime Minister and Cabinet

5+s 22(1)(@)(i) s 22(1)(@)(i)

e. _@ch.gov.au | w. www.pme.gov.au

Ngunnawal Country, One National Circuit Barton ACT 2600 | PO Box 6500 CANBERRA ACT 2600

cid:image003.jpg@01D78E24.FF2DAFBO]
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The Department acknowledges and pays respect to the past, present and emerging Elders and
Traditional Custodians of Country, and the continuation of cultural, spiritual and educational
practices of Aboriginal and Torres Strait Islander peoples.

Microsoft Teams Need help?
Join the meeting now
Meeting ID: 432 730 977 158
Passcode: gp3gf7Hw

Dial in by phone

+61 2 9053 4920,,751204514# Australia, Sydney
Find a local number

Phone conference ID: 751 204 514#

Join on a video conferencing device

Tenant key: S47E(d) | @vc.pmc.gov.au
Video ID: 134 146 520 1

More info

For organizers: Meeting options | Reset dial-in PIN

When
Friday 28 Mar 2025 - 3:30pm — 4pm (Eastern Australia Time - Sydney)

|_ocation

MR-ONC-L3W-Peter Doherty Room
View map

Guests

Good, Peter - organizer

__

|_uchetti, Narelle
View all guest info

ation from Google Calendar
are receiving this email because you are an attendee on the event.

varding this invitation could allow any recipient to send a response to the organizer, be added to the guest list, invite others regardless of their own
ation status, or modify your RSVP. Learn more
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s _____________

From: @google.com>

Sent: Tuesday, 25 March 2025 5:00 PM

To:

Cc

Subject: Re: Catch up discussion on portfolio issues [SEC=OFFICIAL]

Brilliant, thank you!

On Tue, 25 Mar 2025 at 16:59, _@pmc.gov.au> wrote:

OFFICIAL

wisere

No worries at all. Parking details below.

Please give me a buzz on my mobile when you arrive _ and | will come escort your from basement 1
to security desk for sign in.

16;

28-Mar 6139 119 15:30
28-Mar 6139 120 15:30

16;

Looking forward to welcoming you on Friday.

Warm regards,

From: SATE NI @sooe.com>
Sent: Tuesday, 25 March 2025 3:19 PM
To: @pmc.gov.au>; @google.com>

Cc: @google.com>; @google.com>
Subject: Re: Catch up discussion on portfolio issues [SEC=OFFICIAL]
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Thanks so much -

Can we please lock in 330pm? And would you mind also adding$ 47F | to the meeting
invite? will attend on video too.

and | will both be driving separately, if possible could we get two carparks?
. If we can only have one park, can we prioritise

please?

thanks

On Tue, 25 Mar 2025 at 09: l9,_@pmc.gov.au> wrote:

OFFICIAL

S

Hope you are well.

I’'m just looking at diaries on our end, would 3pm or 3:30pm this Friday the 28™ work for you all?

Please also let me know if you require any parking for this meeting and | will send out an invite from our system
shortly.

Warm regards,

_ | (A/g) Executive Assistant to

2
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EA to

Peter Good | Assistant Secretary | Industry and Communications Branch

Department of the Prime Minister and Cabinet
o5 22()(E) s 220(@))
e_@pmc.gov.au | w. www.pmc.gov.au

Ngunnawal Country, One National Circuit Barton ACT 2600 | PO Box 6500 CANBERRA ACT 2600

i
)

A

The Department acknowledges and pays respect to the past, present and emerging Elders and
Traditional Custodians of Country, and the continuation of cultural, spiritual and educational practices of
Aboriginal and Torres Strait Islander peoples.

From: @google.com>
Sent: Monday, 24 March 2025 4:49 PM

To: Good, Peter <Peter.Good@pmc.gov.au>

@pmc.gov.au>
Subject: Re: Catch up discussion on portfolio issues [SEC=OFFICIAL]

Brilliant - thank you! Look forward to catching up on Friday.

best regards

On Mon, 24 Mar 2025 at 16:46, Good, Peter <Peter.Good@pmc.gov.au> wrote:

OFFICIAL
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Thanks B — Teams works best for us, and we’re happy to send the invite.

From:S 47F @google.com>

Sent: Monday, 24 March 2025 4:42 PM

To: Good, Peter <Peter.Good@pmc.gov.au>;S 47F @google.com>;S 47F
@google.com>

Ce:S 22(1)(a)(ii) mc.gov.au>

Subject: Re: Catch up discussion on portfolio issues [SEC=OFFICIAL]

Thanks Peter

That would be great, and happy to lock in 2.30pm on Friday. S 4/F and | will attend in
person, and if possible, it would be great for us to set up a video conference so that S 47F

can also attend. We can send an invite, although if you want/need to use Teams, it
might be easier if you could do at your end?

Thanks

s 47F

On Mon, 24 Mar 2025 at 08:27, Good, Peter <Peter.Good@pmc.gov.au> wrote:

OFFICIAL

Hi®*® — thanks for the offer, would be great to discuss those matters. Would Friday afternoon work (anytime

from 2.30)? Sorry, I’'m otherwise constrained those days with Estimates and some recruitment.

Regards

Peter Good | Assistant Secretary
Industry, Innovation, Science and Communications Branch
Department of the Prime Minister and Cabinet

Ngunnawal Country, One National Circuit Barton ACT
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p.s 22(1)(@)(ii) | s 22(1)(a)(ii)

e. peter.good@pmec.gov.au w. pmc.gov.au

EAS 22(1)(@)(i1) @ pmc.gov.au | S 22(1)(@)(ii)

f
i

')“T '.

The Department acknowledges and pays respect to the past, present and emerging Elders and
Traditional Custodians of Country, and the continuation of cultural, spiritual and educational practices of

Aboriginal and Torres Strait Islander peoples.

From:S 47F @google.com>
Sent: Friday, 21 March 2025 2:59 PM

To: Good, Peter <Peter.Good@pmc.gov.au>
Subject: Catch up discussion on portfolio issues

Hi Peter

Hope you're well! You might recall we met in early February this year when we had one of our
global executives, S 47F , in Canberra for meetings. At the time, you flagged a number of
areas of interest from your teams perspective - | wanted to see if you might have capacity to
catch up on Thursday or Friday of next week (27 and 28 March)? We will have some of our
team in Canberra for budget week that look after § 22(1)(@)(ii), social media ban, online
safety, S 22(1)(@)(ii) . It would be great if we could find 30-60mins to connect.

Let me know if you might have an opportunity to meet and we can try and align times.

best regards

s 47F
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s47F

Director
Government Affairs + Public Policy
Australia & New Zealand

S47F
@google.com

Read the latest Google report and see what's trending in Australia today.

IMPORTANT: This message, and any attachments to it, contains information
that is confidential and may also be the subject of legal professional or

other privilege. If you are not the intended recipient of this message, you
must not review, copy, disseminate or disclose its contents to any other

party or take action in reliance of any material contained within it. If you
have received this message in error, please notify the sender immediately by
return email informing them of the mistake and delete all copies of the

message from your computer system.

IMPORTANT: This message, and any attachments to it, contains information
that is confidential and may also be the subject of legal professional or

other privilege. If you are not the intended recipient of this message, you
must not review, copy, disseminate or disclose its contents to any other

party or take action in reliance of any material contained within it. If you
have received this message in error, please notify the sender immediately by
return email informing them of the mistake and delete all copies of the

message from your computer system.
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IMPORTANT: This message, and any attachments to it, contains information
that is confidential and may also be the subject of legal professional or

other privilege. If you are not the intended recipient of this message, you
must not review, copy, disseminate or disclose its contents to any other

party or take action in reliance of any material contained within it. If you
have received this message in error, please notify the sender immediately by
return email informing them of the mistake and delete all copies of the

message from your computer system.

IMPORTANT: This message, and any attachments to it, contains information
that is confidential and may also be the subject of legal professional or

other privilege. If you are not the intended recipient of this message, you
must not review, copy, disseminate or disclose its contents to any other

party or take action in reliance of any material contained within it. If you
have received this message in error, please notify the sender immediately by
return email informing them of the mistake and delete all copies of the
message from your computer system.
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s _____________

Google Calendar <calendar-notification@google.com> on behalf of-

From:
@google.com>
Sent: Wednesday, 26 March 2025 9:18 PM
To:
Subject: Accepted: 3:30pm | Catch Up Discussion - Google and [I&E [SEC=OFFIC... @ Fri 28
Mar 2025 3:30pm - 4pm (AEDT) (Good, Peter)
Attachments: invite.ics

_ has accepted this invitation.

Good afternoon all,

Following earlier correspondence, scheduling in some time for a catch up between Google and II&E

to discuss_, social media ban, online safety,_
. ACT i he

Peter Doherty Room.

There will be a teams link below for virtual attendees.

Upon you arrival, please contact £ on 8122(#)(@)(ii) to be escorted from the parking garage to
the security desk.

Parking details will be sent through shortly.

Warm regards,

| (A/g) Executive Assistant to

EA to
Peter Good | Assistant Secretary | Industry and Communications Branch

Department of the Prime Minister and Cabinet

> s 22(1)(@)i)
B @ch.gov.au | w. www.pmc.gov.au

Ngunnawal Country, One National Circuit Barton ACT 2600 | PO Box 6500 CANBERRA ACT 2600
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The Department acknowledges and pays respect to the past, present and emerging Elders and
Traditional Custodians of Country, and the continuation of cultural, spiritual and educational
practices of Aboriginal and Torres Strait Islander peoples.

Microsoft Teams Need help?
Join the meeting now
Meeting ID: 432 730 977 158
Passcode: gp3gf7Hw

Dial in by phone

+61 2 9053 4920,,751204514# Australia, Sydney
Find a local number

Phone conference ID: 751 204 514#

Join on a video conferencing device

Tenant key: S47E(d) | @vc.pmc.gov.au
Video ID: 134 146 520 1

More info

For organizers: Meeting options | Reset dial-in PIN

When
Friday 28 Mar 2025 - 3:30pm — 4pm (Eastern Australia Time - Sydney)

|_ocation

MR-ONC-L3W-Peter Doherty Room
View map

Guests

Good, Peter - organizer

|_uchetti, Narelle
View all guest info

ation from Google Calendar
are receiving this email because you are an attendee on the event.

varding this invitation could allow any recipient to send a response to the organizer, be added to the guest list, invite others regardless of their own
ation status, or modify your RSVP. Learn more
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s 22(1)(a)(ii)

From: Good, Peter <Peter.Good@pmc.gov.au>
Sent: Friday, 4 April 2025 8:30 AM
To: s47/F s 22(1)(8.)(") : Luchetti, Narelle
Subject: RE: Meeting follow-up [SEC=OFFICIAL]
OFFICIAL
His 47F

A belated thanks for sharing your submission and for your time last week. Both very informative and we look
forward to staying in touch.

Regards

Peter Good | Assistant Secretary

Industry, Innovation, Science and Communications Branch
Department of the Prime Minister and Cabinet
Ngunnawal Country, One National Circuit Barton ACT

0.5 22(1)(@)(i) | 22(1)(@)(i)
e. peter.good@pmc.gov.au W. pmc.gov.au

EA: S 22(1)@)([i)) @pmc.gov.au | 8 22(1)(@)(ii)

—_ | The Department acknowledges and pays respect to the past, present and emerging Elders and Traditional

i

Custodians of Country, and the continuation of cultural, spiritual and educational practices of Aboriginal

=4~ | and Torres Strait Islander peoples.

From:S 4/7F @google.com>
Sent: Monday, 31 March 2025 11:52 AM
To:S 22(1)(a)(ii) @pmc.gov.au>; S 22(1)(a)(ii) @pmc.gov.au>; Luchetti, Narelle

<Narelle.Luchetti@pmc.gov.au>; Good, Peter <Peter.Good@pmc.gov.au>
Subject: Meeting follow-up

Dear Peter, S 22(1)(@)(ii) and Narelle,
Thanks for your time last week, especially late on a Friday afternoon!

As promised, attached is our submission on the draft Online Safety (Age-Restricted Social Media Platform)
Rules and you can find our submission to the Online Safety Act review here.

Please let me know if you have any questions.

Cheers,

s47F
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Google

Submission to the Statutory Review of the
Online Safety Act 2021

5 July 2024
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Executive Summary

Google welcomes the opportunity to contribute to the independent review of the Online
Safety Act 2022 (the Act). The review, required under the Act, is a timely opportunity to reflect
on how the Act has operated in practice since its commencement in January 2022. We
appreciate the opportunity to share our insights on how the Act has worked to further the
objectives of improving and promoting the safety of Australians online, as well as provide our
thoughts on where improvements could be made to ensure these objectives are being met.

In the first part of our submission, we provide our thoughts on the broader operation of the
Act since its commencement. In our view, the Act has evolved into a complex regulatory
regime which presents challenges to users, government and industry in delivering on its
objectives. We make the following recommendations to support a simpler and more
coherent approach to online safety regulation in Australia:
1. The multiple schemes under the Act need to be harmonised.
2. The Act should adopt a simpler approach to regulated sections of industry, based on
risk.
3. Any reforms to the Act should adopt a risk-based, technology-neutral approach to
online safety that places equal emphasis on managing risk and protecting human rights.
4. Adopting global trends may increase regulatory harmonisation, but requires careful
consideration.
5. This review should properly take into account broader regulatory initiatives of relevance
to ensure a systematically coherent approach to digital regulation.

The second part of our submission is focused on the operation of the separate schemes and
processes under the Act:
1. Codes and standards
a. Google supports a co-regulatory approach to Industry Code development, with
Industry Standards as a last resort, and a requirement for real and substantial
consultation and more realistic timeframes built into the Act.
b. The scope of the Industry Codes and Standards should be decoupled from the
National Classification Scheme.
c. Industry Codes and Standards should not extend to certain types of content,
which should instead be subject to appropriate legislative oversight.
2. Basic Online Safety Expectations (BOSE)
a. The Act should be amended to include better guardrails around the exercise of
the eSafety Commissioner’s powers to require service provider reporting.
b. The intended scope of “unlawful or harmful” material or activity under the BOSE
Determination should be defined, and how that interacts with, or relates to,
other regulatory regimes and initiatives should be clarified.

Page 2 of 25
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The reporting regime should be subject to a robust confidentiality protocol.

3. Complaints and content based removal schemes

a.

b.

We support the operation of the complaints and notice-based removal scheme
under the Act.

Removal notices should include the basis for determining that content meets
relevant thresholds.

Content removals do not address underlying causes of harm.

Most categories of content underpinning the removal schemes are
well-defined, and sufficiently broad to cover a range of harms.

Page 3 of 25
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Introduction

Google is supportive of effective content regulation and shares the Australian Government’s
goal of ensuring regulation helps keep users safe from bad actors while protecting the core
benefits of online environments, including the ability of users to express lawful speech openly,
access useful information and connect with one another. We believe in the power of the open
internet and how it acts as a catalyst for innovation, economic growth, education and social
well-being.

At Google, we have been working to address this evolving challenge for years, ensuring the right
policies are in place to protect our products and users, and using both technological tools and
human reviewers to identify and stop a range of online abuse, ranging from disinformation to child
sexual abuse material. A mix of people and technology helps us identify illegal and harmful
content and enforce our policies, and we continue to improve our practices and remain committed
to transparency through regular updates to our Community Guidelines Enforcement Report.

Google has not waited for regulation before acting to keep our users safe. We are constantly
improving and introducing new policy changes to support online safety and continuing to invest in
technology to help us tackle illegal and harmful content at scale.

We recognise that tackling this problem is a shared responsibility, and we want to offer our
thoughts to contribute constructively to the conversation drawing on our expertise and
experience.

Page 4 of 25
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Need for a simpler and more coherent approach to online safety
regulation

We support regulation to better protect and empower people online. At Google, our goal is to
ensure that regulation helps keep users safe from bad actors while protecting fundamental
rights and the core benefits of online environments. We want our services to remain open and
innovative, and for Australian users to be able to express lawful speech openly, access
information, and connect with one another. We believe effective regulatory frameworks
reflect the shared responsibility to tackle online safety, set out clear rules so services know
how to fulfil their legal obligations, and remain flexible to accommodate new technology and
innovative approaches.

But we are concerned by what is becoming an increasingly complicated, overlapping and
confusing regulatory regime within Australia. Since its commencement in January 2022, the
Act has evolved into an overly complex regulatory regime which includes not only a content
and complaints based removal scheme and Basic Online Safety Expectations (BOSE), but also
multiple industry codes and standards.

Examining the operation and effectiveness of the existing regulatory regime and considering
ways to streamline and harmonise obligations to ensure the Act continues to meet its
objectives should be the priority of this review and needs to be addressed before any
expansion of the Act is contemplated to avoid further exacerbating existing challenges.

Where feasible, this review should also take into account other regulatory initiatives currently
under consideration by the Government that impact digital service providers. Many of these
initiatives overlap with or are directly relevant to the issues being considered as part of this
review. Not doing so risks introducing systematic complexity and inconsistencies across digital
services regulation in Australia.

1) The multiple schemes under the Online Safety Act need to be harmonised

We urge this review to consider how the different schemes under the Act interact with each
other and how best to streamline the different - and sometimes conflicting - obligations under
these schemes to reduce regulatory and compliance burden on service providers, while still
achieving the intended purpose and objectives of the Act.

The relationship between the schemes under the Act - in particular the BOSE and Industry
Codes and Standards - is unclear, and obligations under each of the schemes are not
necessarily aligned across the different regulated sections of industry nor are they consistent
for the same regulated section of industry under each scheme. This presents particular

Page 5 of 25
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challenges for companies, such as Google, who provide multiple services that are each subject
to multiple separate regulatory regimes under the Act.

For example, Google services are subject to three separate regulatory regimes for addressing
class 1 content under the Act. If a service meets the definition of a hosting service, equipment,
social media service, app distribution services and/or a search engine service then they are
subject to Industry Codes. Whereas, if the service meets the definition of a designated
internet service and restricted electronic services they are subject to Industry Standards. The
obligations between the Industry Codes and the Industry Standards are not aligned, and in
many instances the differences do not appear associated with any particular or increased risk
with the service. And for those services that meet the definition of social media services,
relevant electronic service and designated internet services, they must also comply with the
BOSE Determination for the same class 1 material. Again, the expectations overlap but are
inconsistent with equivalent obligations under both the Industry Codes and Standards.

The practical impact of the above is that:

e Providers cannot adopt uniform compliance solutions across products or services
where it makes sense to do so (because the Industry Standards, Codes and BOSE
Determination do not align). This increases regulatory burden without improving the
online safety outcomes.

e Providers can be compliant with the mandatory requirements under an Industry
Code or a Standard, but still be non-compliant under the BOSE Determination for
the same type of obligation or content. Conceptually it is difficult to understand how
meeting a mandatory requirement that the Commissioner is satisfied is an “appropriate
community safeguard”, could at the same time be determined by the Commissioner as
insufficient to meet a similar requirement to take “reasonable steps” under the BOSE.

e Providers are subject to duplicative reporting and transparency requirements.
While the Industry Codes and Standards require certain compliance reporting
requirements, the Commissioner can separately issue a notice to answer additional
questions about the same content and/or obligation under the BOSE Determination.

The complexity will be further exacerbated by the introduction of an additional set of Industry
Codes and/or Standards for class 1C and class 2 material (“Phase 2 Industry Codes”). To avoid
this - and to ensure that these Codes are consistent with and informed by the outcomes of
this review, as well as the other relevant government initiatives under consideration, notably
the Government’s age assurance trial - we suggest the finalisation of the Phase 2 Industry
Codes be delayed. We note that the eSafety Commissioner is requesting final Phase 2 Industry
Codes by 19 December 2024.
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We made similar arguments in our submission on the proposed amendments to the BOSE
Determination. We were, and remain, concerned about the significant overlap between many
of the proposed amendments to the BOSE Determination with the issues being considered
under this review. We were also concerned that proceeding with amendments to the BOSE
Determination may in part pre-determine the outcome of this review.

2) The Act should adopt a simpler approach to regulated sections of industry, based
on risk

The current approach of categorising different regulated sections of industry introduces
unnecessary complexity and rigidity into the Act. As outlined above, Google’s products
and services fall within seven of the eight regulated sections of industry and are subject to
different regulatory requirements for different products as a result.

As is rightly noted in the Issues Paper, the challenges of this approach have been most
apparent in the context of the Industry Codes, where this categorisation has not allowed
sufficient flexibility to take account of differences between services within each regulated
section of industry and for certain categories, the breadth of services covered makes the
application of consistent measures for that section challenging. This was most apparent in the
development of a single code for Designated Internet Services given the different risks
associated with the breadth of services covered (websites, apps and file-storage services).

At a more practical level, the complexity of the current approach has the potential to create
confusion and uncertainty for Australian end-users. The Australian Government’s own
Principles for clearer laws states that legislation ‘should enable those affected to understand
how the law applies to them'. Yet in the context of the Industry Codes, for instance, Australians
would be required to navigate a complex categorisation of services across six separate codes
and two standards in order to understand obligations on industry with respect to class 1
content. This ultimately risks undermining the ability of the Act to achieve its objects and
purpose.

Not only is the categorisation of regulated industry sections unnecessarily complex but
it is also too broad. Google remains of the view that at the very least enterprise services, that
is business to business (B2B) services, should be excluded from the scope of regulation.
Providers of B2B services operate on a completely different model to consumer services. They
are often subject to heavily negotiated service agreements and service providers are typically
prohibited from exercising any control over their customers’ content. For example, the cloud
provider typically does not have visibility into its customers’ content to meet the privacy,
security, and regulatory demands of its customers (and of their end customers), and to comply
with existing laws and regulations governing cloud based services. Users of such services -
whether business entities, public sector organisations, or healthcare and education providers -
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entrust service providers with their confidential data and need to be able to remain fully in
control of it.

The inclusion of B2B services within the scope of the Act risks the loss of trust, confidentiality,
and security for customers, which would ultimately undermine the foundations of cloud
services in the Australian economy. It could also lead to the imposition of unworkable
sanctions. Even if something was flagged by an external observer, it is often impossible for a
cloud provider to remove individual pieces of content. For example, it could lead to a service
provider needing to remove a customer’s entire website where the provider does not have
control over individual pieces of content - a clearly unworkable change to the way online
services operate.

To effectively deal with online safety, services should be scoped in based on level of risk,
and not based on size or business model. The regulatory regime should protect against
illegal content migrating across platforms by ensuring a consistent set of rules for all market
players. We acknowledge that not all services have the same level of resources. However, the
migration of content from mainstream sites to less moderated platforms, often with niche user
bases, is a worrisome trend that analysts have observed with terrorist content, violent
extremism, and child sexual abuse imagery. This would ensure obligations were appropriately
targeted to meet the objectives of the Act and be a better use of the resources of both
Government and industry.

3) Any reforms to the Act should adopt a risk-based, technology neutral approach to
online safety that places equal emphasis on managing risk and protecting human
rights

We support a risk-based approach to regulation. Risk-based approaches can ensure a more
targeted and proportionate approach to online safety, avoiding unnecessary burdens on
lower-risk services. It can also help to appropriately tailor obligations to service, based on
their functionality and degree of control over user content.

We support an equal emphasis on managing risk and protecting human rights. Online
safety is broader than keeping Australians safe from harmful content. It also includes
protecting Australians’ privacy, security and personal information. And measures to mitigate
harms necessarily involve consideration of various rights and freedoms, including the right to
access information and rights of free speech and expression, which can be in tension.

Protecting and respecting the fundamental human rights of Australians should be a priority for
both services and regulators alike. We strongly encourage safeguards to be added to the Act
to protect fundamental rights and freedoms, including privacy rights, freedom of expression,
and equality rights. We also suggest the Act should be amended to include concepts of

Page 8 of 25
Page 9



FOI/2025/103 - Document 7

reasonableness and proportionality, which acknowledge the need for service providers to
balance these interests in a way that is proportionate to harm and best protects user safety
overall.

We believe that the Online Safety Act should remain technology neutral, focused on the
outcome - that is harmful or unlawful material - rather than the technology that may facilitate it
but is not of itself harmful. This ensures that the Act remains both focused and future proofed.

4) Adopting global trends may increase regulatory harmonisation, but requires
careful consideration

Google is broadly supportive of regulatory harmonisation and global interoperability, reflecting
the global nature of the internet. Adopting consistent approaches provides clarity and
certainty to users, online services, and policymakers, and enables better and more consistent
experiences.

The Issues Paper discusses a number of concepts from international regulatory approaches.
We provide some comments on those approaches below, based on our experience. However,
it is critical that these concepts are not considered in isolation from the regulatory context in
which they operate. For example, the UK’s duty of care principle operates in the context of
regulation focusing on systemic protections. It would operate very differently under a
complaint-based approach to individual items of online content. In the same way, before a
fundamentally new concept is introduced, its interaction with the current Act must also be
considered - layering a duty of care-type concept on top of the existing BOSE and Industry
Codes and Standards would greatly exacerbate the existing complexity of the Act.

Duty of Care

A duty of care is appropriate in a systemic model, rather than a complaint-based approach to
individual items of online content. It must be clear that services’ responsibility should be
limited to systemic failures to comply with the duty to act responsibly, and that, as in the UK,
enforcement resides exclusively with the regulator rather than with individual users.

Should a duty of care be adopted, safeguards are required to ensure that risk mitigation
measures do not raise undue risk for fundamental rights, reporting on risks does not expose
sensitive information, and obligations are proportionate.

The duty of care must place significant emphasis on safeguarding fundamental rights. The
regulator should have an obligation to consider risks to fundamental rights when evaluating the
sufficiency of risk mitigation measures.
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Obligations to undertake risk assessments should be proportionate to ensure they are
manageable for services and regulators alike. They should also give services sufficient space
and flexibility to manage risk. We routinely make changes to address harmful content on our
platforms, including in response to real world crises, and need to be able to assess emerging
risks and make changes swiftly.

To protect the integrity of risk mitigation systems, reporting on risk assessments and
mitigation should only be made accessible to regulators. Public reporting on the vulnerability
and mitigation measures services undertake would expose sensitive information, and open up
our systems for exploitation by nefarious actors.

Best interests of the child and protections for children

At Google, we aim to balance delivering information with protecting users and society. We take
this responsibility seriously. Our goal is to provide access to trustworthy information and
content by protecting users from harm, delivering reliable information and partnering with
experts and organisations to create a safer Internet.

We understand how critical this is, especially when it comes to children. We know that Australian
children and teenagers are increasingly using digital devices. Government, parents, educators,
child-safety and privacy experts are rightly concerned about how to keep our children safe, and
we share those concerns. Our commitment to doing so is demonstrated through the systems
and processes we have in place to respect first and foremost the laws and regulations of
Australia, and then to apply Google’s terms of service and content policies.

When designing our products and services, we consider the online harms children may face and
work with experts to develop products, tools and policies to enhance the safety of children
online.

We build age-appropriate products that align with kids’ and teens’ developmental stages and
needs. Family Link is a downloadable app that helps parents set digital ground rules for their
children, including through content controls. YouTube Kids is a standalone app with more
parental controls for our youngest users and offers a safer and simple place where kids can learn
and explore their interests. We also offer supervised experiences on the main YouTube platform,
where a parent or caregiver creates and links a child’s account to their own. Supervised
experiences come with three tailored content settings as well as privacy protections, parental
control and limited features.
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We also offer a number of settings and tools that give families flexibility to manage their own
unique relationships with technology. For example, Safe Search offers protections to help filter
out explicit content - such as adult or graphic violent content - in Google's search results across
images, videos, and websites when enabled. SafeSearch is on by default for users under 18. In
addition, explicit imagery is blurred by default when it appears in Search results. On YouTube,
Autoplay is turned off by default for all users younger than 18 across all of YouTube’s products;
“Take a Break” and bedtime reminders are on by default for users younger than 18 on YouTube
and YouTube users with supervised experiences; and for users under 18, we set the default
upload, livestream, and livechat settings to the most private setting available.

Finally, we have strict content and privacy policies in place to protect our young users across
our products, including for the ads kids see. We regularly review and update these policies and
roll out product improvements. On YouTube, our Community Guidelines outline the types of
content that are not allowed, including cyberbullying, suicide and self harm, and content that
endangers the emotional and physical well-being of minors. They also detail our approach to
age-restricted content, which is only viewable by users who are signed-in and have an
account age of 18 or older. When it comes to Ads, we do not allow personalised advertising to
minors based on age, gender, interests, we restrict sensitive ads categories (e.g., tobacco and
alcohol, dangerous activities, weight loss, sweepstakes, etc.); and for our youngest users on
YouTube Kids, Made for Kids content and in supervised experiences, we prohibit ads in
additional categories such as foods and beverages, religion, or politics, as well as ads with
inappropriate content such as scary imagery, crude humour, or sexual innuendo.

Understanding the age of our users forms a key part of our efforts to ensure children and
teens have appropriate experiences when using our products and services. We use various
tools to understand the age of users or for age assurance purposes. We also use other tools

and services - some of which are product-specific - to limit access to content that is
inappropriate for children.

We agree that a smart and strong regulatory framework for children and teens starts by
supporting their best interests. But it is important that any “best interests of the child”
requirement should clearly define what those interests are, and do so in a holistic way that
weighs considerations such as safety, physical and mental wellbeing, privacy, agency, access
to information, and freedom of participation in society.

Well-crafted legislation should take all of those rights and freedoms into consideration. Online
services used by children and teens should be required to assess the collective interests of
children within comparable developmental stages, based on expert research and best
practices, to ensure that they are developing, designing and offering age-appropriate
products and services geared to the best interests of children and teens.

Page 11 of 25
Page 12



FOI/2025/103 - Document 7

This is consistent with the Committee on the Rights of the Child’s General Comment 25, which
recognises that this principle is a dynamic concept that requires an assessment appropriate to
the specific context and in considering the best interests of the child, regard should be had to
all children’s rights, including their right to seek, receive and impart information, be protected
from harm and to have their views given due weight.

Transparency and Data Access

Data access by regulators must be proportionate and protect confidentiality. We
understand that data requests are an important oversight component. However, regulators
should be required to consider the burden on services and the risks of data disclosure. Access
requests should be proportionate and data kept secure and confidential, used for a specific
purpose, and then deleted. Emphasis should be given to working with companies to explain
what the data means and how it should be used. Where further data is needed, services
should be given appropriate timeframes to gather the information.

We note the eSafety Commissioner already has - and exercises - broad information gathering
powers under the Basic Online Safety Expectations scheme and a number of the Phase 1
Codes include transparency reporting requirements.

Data access by researchers must also be proportionate and include adequate
safeguards. We recognise that researchers need data to scrutinise or investigate issues of
societal concern. Google has significant experience providing access to platform data
through tools and datasets, including through its FactCheck Claim Search APl which allows
researchers and others to query fact checking information that is available to other users via
Google’s Fact Check Explorer tool and by making available datasets such as the Google
Health COVID-19 Open Data Repository, YouTube-8M (a labeled video dataset of over 8
million YouTube video IDs), and Open Images (approximately nine million annotated URLs to
images). In July 2022, Google launched the YouTube Researcher Program to provide scaled,
expanded access to global video metadata across the entire public YouTube corpus via a
Data API to eligible external academic researchers.

Through this experience, we are aware of the challenges in safely and securely providing that
access to appropriate researchers. Any proposal to require researcher access to data should
include robust safeguards around what data may be requested, how such data may be
accessed, and what may be done with the data, such as:

e Define a "reasoned request" to set parameters around what information can be
requested and shared with vetted researchers . For example, specific categories of
data may need to be excluded from the scope of this provision to ensure that
providing access to them does not interfere with law enforcement investigations.

Page 12 of 25
Page 13



FOI/2025/103 - Document 7

e Allow online platforms to take additional measures to protect the privacy of data
subjects (e.g. through pseudonymisation), where appropriate.

e Allow online platforms to object to methods of data transmission that they do not
consider sufficiently secure, and to set limits on what can be done with the data and
clarify that the data should not be further shared/disclosed.

e Require transparency on any funding researchers receive as part of their vetting
process. "Commercial interests" might not cover researchers who, for example, have
major academic projects funded by competitors or critics of the very large online
platform at issue.

e Aligning proposal requirements with existing institutional research ethics processes
would facilitate a shared understanding of ethical considerations between
researchers and platforms.

e Allow services to appeal the vetting of a particular researcher and stop the flow of
data access.

e Provide flexibility for services to respond to requests, depending on the scale of the
data sought, and allowing room for queries and clarifications.

We also note that researcher access to data is being separately contemplated under other
regulatory schemes in Australia. Given the potential complexity in administering and
responding to these schemes, we urge any program to be streamlined under a single
regulator.

Dispute resolution

The question of whether to introduce an ombuds scheme for digital platforms in
Australia should be harmonised with the process already being conducted by the
Government, and not as part of the review of the OSA. The digital platform industry has
already been tasked with developing an internal dispute resolution standard by July 2024.

In our February 2023 submissions in response to the Government’s consultation on the
ACCC'’s Report on Platform Regulation, we detailed our view that, if the Government
considers that an additional external ombuds scheme for digital platforms is required,
the process and scope of that scheme need to be very carefully designed to ensure that
the cost and complexity of adjudicating complaints can be kept proportionate to their
seriousness. An ombuds scheme may be an appropriate, efficient and effective means of
resolving transactional disputes. Any ombuds scheme should be limited to such disputes.

In contrast, the sort of disputes that might fall within the purview of eSafety under the
OSA are likely to be highly challenging content-based disputes. Any user of the web, from
anywhere in the world, may make a complaint to Google about products like Search, YouTube,
or Maps, or indeed about a Google Ad they see online.

On YouTube, we provide internal appeals systems to allow users to contest decisions to
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remove their content or terminate their accounts. For video sharing services, it would not be
proportionate, efficient or effective to extend mandatory appeal systems beyond these
categories. In particular we are mindful of the risk of bad actors overwhelming these
mechanisms with spurious appeals. While we support functionality that enables users to flag
potentially violative or illegal content, extending appeals to these flags is problematic due to
the inaccuracy of user flags—e.g., during the three month period ending March 2024, less than
2% of the more than 22M videos flagged globally for review under YouTube’s Community
Guidelines were ultimately removed after human review of that content.

An internal appeals requirement does not make sense for all services. Notably, online
search services do not host the pages they index and often do not have a relationship with the
author of the content. Offering appeals to those whose content is delisted from a search
index, therefore, is often impossible. The EU Digital Services Act (DSA) recognises the different
functionalities and responsibilities of online services, and places internal complaint-handling
requirements on online platforms only.

An ombudsperson would face considerable challenges in addressing the scale of
individual complaints. Our platforms provide many tools that contribute to user control and
platform accountability. As discussed above, YouTube provides users with the ability to flag
content and view decisions on content they've flagged through a dashboard, and YouTube
receives a high volume of flags with a very low actionability rate. Users often use the flagging
tool to express dislike of a video, not because it violates any policy or is unlawful. If even a
fraction of these users’ flags resulted in a complaint through the individual complaints
mechanism, then—compounded with the complaints from all other platforms—the system
would be overwhelmed and paralysed, ultimately undermining the effectiveness and
objectives of such a complaint process. For this reason, our view continues to be that any
ombuds scheme should be limited to transactional complaints.

Regulation should not introduce independent recourse that can revisit or overturn
platform decisions. The out-of-court redress provisions in the DSA are expansive—raising
considerable concerns about manageability and risks for fundamental freedoms—but even
they do not go so far as to allow for a binding ruling on services to remove or reinstate content.
This is appropriate, as binding decisions that overturn content removals by online platforms,
products, and services would amount to forcing a service provider to host or display content.
We have already noted the considerable challenges of volume that a recourse body would
face.

Google works hard to provide transparency to its removals processes and decisions. We
publish transparency reports at https://transparencyreport.google.com/.
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5) This review should properly take into account broader regulatory initiatives of
relevance to ensure a systematically coherent approach to digital regulation

Beyond the Act itself, there are a number of other broader government initiatives impacting
digital service providers, many of which overlap with the issues under consideration as part of
this review. This includes:

e The current review of the National Classification Scheme, noting that the National
Classification Scheme underpins the definition of class 1and class 2 material in the
Online Safety Act.

e The release of the Government Interim Report into Safe and Responsible Al in
Australia (“Al Review”). The interim response by the Government highlights the intent
to regulate Al in “high risk” settings, in a risk-based and proportionate approach, which
will involve further consultations to determine whether mandatory regulation will be via
amendments to existing laws or via an alternative approach. This approach will likely
overlap with consideration of amendments to the Act to address “generative Al”.

e Reforms to the Privacy Act 1988 (the “Privacy Act”). As part of those reforms, the
Government has committed to the development of a Children’s Online Privacy Code,
which will apply to online services likely to be accessed by children, and to the extent
possible, align with the UK Age Appropriate Design Code (UK AADC). This is likely to
overlap with the consideration of whether a “best interests of the child” principle
should be included in the Act.

¢ The Communications Legislation Amendment (Combating Misinformation and
Disinformation) Bill 2023 (the “Misinformation Bill”). The current draft of the Bill
defines “harm” as including “hatred against a group in Australian society on the basis of
ethnicity, nationality, race, gender, sexual orientation, age, religion, or physical or mental
disability”. This will likely overlap with consideration of whether “hate speech” should be
included as a harm protected under the Act.

e The development of hate speech regulation being explored by the Attorney-General.
e Joint Select Committee on Social Media and Australian Society, which will examine
a number of the issues under consideration by this review and is due to report by 18

November.

e Development of an industry Internal Dispute Resolution (IDR) Code, which will be
directly relevant to the consideration of IDR or EDR in the context of this review.

e The Government’s age assurance trial which should inform the Phase 2 Codes.

This review should properly take into account these initiatives in considering reform of the Act
to consider opportunities for harmonisation and avoid regulatory overlap and compliance
burden on industry.
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Online Safety Act: systems and processes
Codes and standards

1) Google supports a co-regulatory approach to Industry Code development, with
Industry Standards as a last resort, and a requirement for real and substantial
consultation and more realistic timeframes built into the Act.

Google is supportive of the existing co-regulatory approach to Industry Code development,
with Industry Standards imposed as a last resort.

We are concerned that the complexity and breadth of regulated sections of industry
(discussed above) has the potential to undermine this approach. The Act currently allows the
eSafety Commissioner to move to the development of an Industry Standard where there is no
body or association that represents a particular industry section. The Act is silent on what
qualifies as ‘representation”. Given the breadth of services covered under certain regulated
sections of industry, the Act should be amended to clarify that an industry association or body
can draft a code where it represents a substantial part of a regulated section of industry.

The eSafety Commissioner should be required to undertake real and substantial consultation
with industry, both before the Industry Codes are put into draft, and on any Industry Standards.
This requirement should be reflected in the Act itself.

This would be particularly important should this review recommend that the eSafety
Commissioner be empowered to draft Industry Codes. We note that under the UK Online
Safety Act, the regulator Ofcom is responsible for drafting industry codes but undertakes both
an informal consultation to seek views from industry on research, conclusions and
assumptions that it has reached and uses this feedback to inform a formal statutory
consultation required before the codes are formalised.

The Act should also be amended to include a more realistic minimum time frame for the
development of Industry Codes. Section 141 currently requires a minimum notice period of
120 days. This time is not sufficient to support the development of quality codes that advance
the objectives of the Act. We suggest a minimum period of 12 months would be more
appropriate.
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2) The scope of the Industry Codes and Standards should be decoupled from the
National Classification Scheme

The National Classification Code (NCC) is not fit-for-purpose as the basis for categorising
content subject to the Industry Codes/Standards. The NCC was designed to support a regime
in which specific items of content are classified prior to commercial publication after being
assessed individually against the NCC criteria. This requires nuanced judgement of the
content item against broad standards including “the standards of morality, decency and
propriety generally accepted by reasonable adults” or whether the content may be “unsuitable
for a minor”. This may be workable where decisions are made in respect of individual items of
content, but it is not workable as the basis for a regulatory regime designed to apply to a
defined content type.

Given the scale of online content, it is impractical to base a compliance regime on a classifier
that requires each specific item of content to be assessed against broad criteria. The reliance
on the NCC creates significant uncertainty for service providers in seeking to comply with the
Industry Codes/Standards. In the context of the Phase 2 Industry Codes, for example, it will be
exceptionally difficult for service providers to develop a set of defined compliance measures
to address films which fall into the broad category of being “unsuitable for a minor to see”.

When designing products or implementing other compliance measures, service providers
need clear categories of content to which to apply compliance controls. Rather than
referencing the NCC, service provider obligations should be defined with reference to clear
content categories (as is the case, for example, for ‘cyber-abuse material targeted at an
Australian adult’ in the Act). Industry has sought to address this issue to some extent by
creating definitions of content under the Phase 1Industry Codes. However, the root of the
problem is the reliance on the NCC as the basis for determining service providers’ obligations.
The Act should be amended so that the Industry Codes/Standards and BOSE apply to clearly
defined content types. For example, defined categories of content could be created to
describe child sexual exploitation material, crime and violence material, pornography,
drug-related material and other material.

3) Industry Codes and Standards should not extend to certain types of content,
which should instead be subject to appropriate legislative oversight

Mandatory obligations for providers to prohibit and remove from the service class 1A
and class 1B material should be limited only to circumstances where the use, storage or
distribution of that material is illegal and/or where it is appropriate or proportionate to
the potential harm caused to end-users.
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Section 13 of the Standards impose broad and mandatory obligations for providers to prohibit
(via terms of service) the use of the service to solicit, access, distribute or store class 1A or
class 1B material, irrespective of whether the possession and/or use of the content is, in all
circumstances, illegal. Section 15 (2) and section 24 (2) of the RES (but not equivalent
provisions in the DIS) also impose mandatory requirements for providers to remove the
material from the service (unless it is not technically feasible) and take steps to ensure that the
service no longer permits access to or distribution of the material.

While it is illegal to possess and access some of the categories of content that falls within class
1A material (for example, child sexual abuse material), it may not be illegal for Australian adults
to possess and privately view other class 1 material (for example, certain drug related content
which falls within class 1B).

That the law makes a distinction between the private possession of content that has been
Refused Classification (which is not illegal), and its sale, advertisement and distribution (which
is illegal), is deliberate: it is to limit the unreasonable intrusion into the private lives of its
citizens, particularly in circumstances where there is no identifiable harm to other members of
society.

Similarly, there may be legitimate (or non-malicious) reasons why a user may possess class 1
material and may share that material to a limited audience using a relevant electronic service
(such as an email, MMS or SMS). For example - bystander footage taken on a user’s device of
an extremely violent event (for example a terrorist attack or a war crime), uploaded to a user’s
personal end-user managed hosting service and emailed to a news organisation.

The Industry Codes and Standards should treat online content in the same way as offline
content. Where the Government believes a category of content is sufficiently harmful such
that even the private possession of that content should be prohibited, the Government may
make that content illegal, through transparent and democratic processes and in a necessary
and proportionate manner. It should not be done indirectly via Industry Codes or Standards
and only applicable to online content.

Given the significant societal implications that flow from the regulation of private
communications (and noting that is it inconsistent, for example, with the Telecommunications
Act which restricts monitoring), we suggest that imposing obligations of this nature should be
a legislative function overseen by parliamentary processes and subject to public consultation
and debate.
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Basic Online Safety Expectations (BOSE)

1) The Act should be amended to include better guardrails around the exercise of
the eSafety Commissioner’s reporting powers

The Act provides for the eSafety Commissioner to require providers of a social media service,
relevant electronic service or designated internet service to provide reports about compliance
with the Basic Online Safety Expectations.

To date, Google has received two non-periodic notices issued under s56(2) of the Act. The
first notice, issued on 22 February 2023, required Google to provide detailed information in
response to 43 questions relating to Child Sexual Abuse Material (“CSAM”) across Google
Drive, Google Meet, Google Chat, Google Photos, Google Messages, Gmail and YouTube. The
second notice, issued on 18 March 2024, required Google to provide detailed information in
response to 44 questions relating to terrorism and violent extremism content (“TVEC”) across
YouTube, Gemini and Google Drive.

The questions included in each of these notices are not generic questions seeking information
on the steps Google is taking to meet a particular expectation. Instead, the questions seek
detailed information on a range of specific actions, with each question linked to relevant
expectations.

This approach suggests that these actions have been determined by the eSafety
Commissioner to be the ‘reasonable steps’ service providers should be taking to meet the
relevant expectations. While the BOSE Determination does include examples of ‘reasonable
steps’ services providers could take to meet expectations, the intention of Parliament was to
avoid overly prescriptive expectations to allow service providers to develop their own
appropriate means of complying with them.

This is confirmed in the Explanatory Statement to the BOSE Determination, which states:

It is not intended that the Commissioner prescribe specific steps for service providers
to take to meet the expectations. The Determination itself also does not prescribe how
expectations will be met. This is intended to provide the highest degree of flexibility for
service providers to determine the most appropriate method of achieving the
expectations.

Notwithstanding that the Determination provides flexibility for service providers, it does
outline a number of examples of reasonable steps that could be taken within the
sections of the Determination. Not all reasonable steps have to be taken by all service
providers. Rather, they are intended to provide guidance to service providers.
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We note also that the Explanatory Memorandum to the Act states in respect of reporting under
the BOSE that ‘most large companies are already producing such reports with the
appropriately trained staff’. This suggests that the current approach goes well beyond what
was originally envisaged.

To ensure that the eSafety Commissioner’s powers are exercised in a fair and proportionate
way, based on evidence and insights and recognising the importance of reducing regulatory
requirements (as articulated in the eSafety Commissioner’s own regulatory guidance on the
BOSE), we recommend that the Act be amended to provide greater guardrails around the
eSafety Commissioner’s exercise of reporting powers under the BOSE scheme.

At a minimum, the Act should require the eSafety Commissioner to detail how the information
sought under a BOSE Notice will demonstrate the meeting of the relevant expectation. For
instance, we question whether knowing the internal names of tools used to detect TVEC
images or livestreams is necessary to demonstrate Google is meeting the relevant
expectation.

We also suggest that the Act should be amended to introduce articulated thresholds that must
be met before the eSafety Commissioner can issue a reporting notice. The Act currently
requires the eSafety Commissioner to have regard to certain factors when deciding to issue a
reporting notice. This includes, for instance, the number of occasions during the previous 12
months on which complaints about material provided on the service. Google’s most recently
received BOSE notice referenced only four relevant complaints, none of which had been
escalated to Google for review or action.

2) The intended scope of “unlawful or harmful” material or activity under the BOSE
Determination should be defined, and how that interacts with, or relates to, other
regulatory regimes and initiatives should be clarified

The existing statutory regime under the Act explicitly identifies and defines six categories of
unlawful or harmful material. These are:

Cyber-bullying material targeted at an Australian child;

Cyber-abuse material targeted at an Australian adult;

Non-consensual sharing of intimate images of a person (image-based abuse);

Class 1 material under the Online Content Scheme;

Class 2 material under the Online Content Scheme (preventing access to children); and
Material promoting, inciting, instructing in or depicting abhorrent violent conduct.

Page 20 of 25
Page 21



FOI/2025/103 - Document 7

While these specific categories of unlawful and harmful material are clearly defined by the
Act, the BOSE Determination (and the amendment to the BOSE Determination) is much
broader and adopts the language “unlawful and harmful” material and activity that is not tied
or limited to those five categories.

The concept of “unlawful and harmful” material or activity (outside of the 6 categories above)
is very broad. What may be unlawful or harmful is:

e dependent on context (a piece of content by itself may be harmful, but not if additional
information or disclosures are provided);

e the nature of the service (for instance, content may be harmful when disseminated
publicly but not privately, or if stored in a user’s private file-storage service);

e theintended or targeted audience for the service (for example, whether the service is
targeted at adults or children or is likely to be accessible by children); and

e the personal preferences or circumstances of the individual user (for example, content
about wellness, diet and exercise may not alone be harmful but could be for a user who
is suffering an eating disorder).

In other instances, material or activity that would ordinarily fall within a definition of “unlawful
or harmful” is subject to other regulatory regimes or laws. For example, scams (which falls
within the remit of the ACCC and is subject to a separate consultation) and
misinformation/disinformation (which the government proposes to be addressed via separate
legislation to be regulated by the ACMA).

It is imperative that service providers know what material or activity is “unlawful and harmful”
within the remit of the Act to understand what the obligation or expectation is that they have
to meet, and which regulatory regime applies. Requiring action against ill-defined categories
of “unlawful or harmful” material and activity fails to provide service providers with the legal
clarity they need to act.

3) Reporting regime should be subject to a robust confidentiality protocol.

We have serious concerns about the treatment of service providers’ confidential information
provided in response to the BOSE reporting regime and, in particular, the eSafety
Commissioner’s publishing of material that may materially impact service providers’ ability to
operate a safe and commercial online service.

In the current statutory landscape, service providers are unable to refuse to respond to a
non-periodic reporting notice on the basis that its information is confidential to the service
provider or to a third party. Further, despite claims of confidentiality, the publication of
confidential information provided in response to a reporting notice has involved disclosure of
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highly sensitive and commercial-in-confidence material, and potentially undermined service
provider efforts to thwart bad actors on their services by exposing details of provider systems.
A platform’s ability to address online harms is often dependent on highly sensitive and
confidential information remaining out of the hands of bad actors. The confidentiality of that
information must be respected to avoid undermining the objects of the Act.

The eSafety Commissioner has expressed the view that the transparency and accountability
objectives of the Act are most effectively met by making information received from industry in
response to a reporting notice public, where appropriate. This approach seems inconsistent
with the Explanatory Memorandum to the 2022 BOSE Determination, which states (emphasis
added):

Reporting of in-confidence information

Where a particular service shares commercial-in-confidence features or
information with the Commissioner for the purposes of demonstrating compliance
with the Determination, this information would not normally be made public.
However, the Basic Online Safety Expectations are intended to enhance transparency
and accountability of service providers. Therefore, service providers are encouraged
to make reports publicly available, or agree that the Commissioner may do so.

Despite the sensitivities around disclosure of confidential information, there is no statutory
mechanism under the Act that allows for service providers to claim confidentiality over
material provided to the eSafety Commissioner. While the eSafety Commissioner has
published guidance notes that state that the eSafety Commissioner will consider claims of
confidentiality, in our experience, claiming confidentiality has been extremely difficult and the
decision to publish confidential information remains at the sole discretion of the eSafety
Commissioner.

In the absence of any firm basis or procedure through which service providers can make
claims of confidentiality, service providers are left without sufficient avenues to protect their
information and the safety of their online environments.

To address this, the BOSE reporting regimes should be updated to ensure information
reported by service providers is subject to a robust confidentiality protocol. This should
include:
e An express right for service providers to claim confidentiality, and a transparent
process by which the Commissioner will assess that claim.
e |f the Commissioner is considering publishing information which is the subject of a
claim of confidentiality, a requirement to consult with the service provider in respect of
the confidentiality of the material proposed to be published.
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e [f the Commissioner decides to publish information which is subject to a claim of
confidentiality, a requirement to give reasons for doing so and to give service providers
an opportunity to take necessary steps to protect the confidential information.

e Finally, an express right for service providers to challenge a decision by the
Commissioner to publish information subject to a claim of confidentiality prior to the
information being published. That challenge should be considered by a separate,
independent body and information which is subject to a challenge should only be
published if and until any challenge fails.

Complaints and content based removal schemes

1) We support the operation of the complaints and notice-based removal scheme
under the Act.

The involvement of the eSafety Commissioner’s case management team in processing victims’
complaints allows for victims’ experiences to be handled holistically. In particular, it allows for
victims to receive support from other agencies, including law enforcement, which are better
able to address the cause of the harm or abuse at the source. In our experience, the regime
under the Act provides greater support to victims than regimes in some other jurisdictions, in
which victims may be largely left to their own devices in dealing with online abuse.

Once the eSafety Commissioner has determined that content falls within scope of the Act, the
notifications they submit to Google are typically comprehensive and helpful, providing the
information we need to address the harm promptly. We are also able to use their notifications
to help identify broader trends in abuse on our platforms. The eSafety Commissioner’s case
management team is easy to work with and is open to dialogue and feedback.

2) Removal notices should include the basis for determining that content meets
relevant thresholds

While the Act sets out thresholds for each type of content subject to the notice-based
removal scheme, the eSafety Commissioner often still needs to perform a detailed assessment
of content to determine whether it meets the threshold. In many cases, the
eSafetyCommissioner is required to make an assessment about what an ‘ordinary reasonable
person’ would conclude. For material that is subject to the online content scheme, the eSafety
Commissioner may be required to determine how the content would be classified by the
Classification Board, potentially needing to balance the principle that adults should be able to
read, hear, see and play what they want, with restrictions based on ‘standards of morality,
decency and propriety generally accepted by reasonable adults’.
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Given the potential for removal notices to impact freedom of expression, when issuing a
removal notice the eSafety Commissioner should be required to include the basis on which it
has been determined that the content meets the relevant threshold. This would improve
transparency and assist service providers in their own assessment of removal requests under
the scheme.

3) Content removals do not address underlying causes of harm

It is important to note in this context that content removals, though important, do not address
the underlying causes of harm. Focusing solely on access to harmful content does not stop it
at the source. Creators of this content should be held accountable for harms caused. Harsher
penalties for those responsible for posting harmful content would be a significant deterrent to
behaviour that materialises on our services.

4) Most categories of content underpinning the removal schemes are well-defined,
and sufficiently broad to cover a range of harms

We make the following broad observations on the application of the complaints and
content-based removal notice schemes to particular content types:

e The threshold for ‘child cyber-bullying material’ fails to clearly address seemingly
innocuous content that may be harmful when included in a broader campaign of
bullying. To help service providers assess the validity of a removal notice, the eSafety
Commissioner should be required to provide contextual information which is relevant to
identifying material as child cyber-bullying.

e |tisimportant that the threshold for ‘adult cyber-abuse’ remains high to protect
freedom of expression. This is particularly the case for material relating to public
figures. Itis also important that damage to reputation remains excluded from the
definition of adult cyber-abuse as this harm is addressed via Australia’s defamation
laws. We suggest that the existing adult cyber abuse scheme provides the eSafety
Commissioner the ability to respond to volumetric attacks and tech-facilitated abuse
and gender-based violence.

e We provide users with tools to request removal of explicit or intimate personal images
from Google Search and or altered or synthetic content that mimics someone’s face or
voice on YouTube. Where users elect to request removal by engaging the eSafety
Commissioner, in our experience the thresholds for the image-based abuse scheme
are appropriate and useful, and sufficiently flexible to apply to the introduction of deep
fake pornography.

e As noted above, the online content scheme’s reliance on the NCC is unworkable.
However, it is clear that violent pornography is a type of content that would be
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covered by that scheme, on the basis that it would meet the NCC'’s criteria for RC or
X18+ classifications for films.

e Similarly, Social media posts boasting about crimes would clearly be considered RC
films or publications under the NCC on the basis that they would ‘promote, incite or
instruct in matters of crime or violence’.

e The eSafety Commissioner’s power to require internet service providers to block
abhorrent violent material is, in our view, sufficient. That power is supplemented by
the provisions of the Criminal Code which can impose significant penalties on social
media services, designated electronic services and hosting services which fail to
‘expeditiously remove’ abhorrent violent material.

e While we support the Government's objective to tackle hate speech, we urge the
Government to address the harm caused by hate speech holistically and through
broader regulation of hate speech, both on and offline. As outlined above, we are
concerned at the increasingly fragmented approach to respond to harms across
multiple regulatory mechanisms. We understand the Government is contemplating
broader hate speech laws and encourage this review to recommend against the
expansion of the Act to contemplate hate speech until the Government’s intended
approach to this issue is clarified.

Conclusion

We appreciate the opportunity to contribute to this review and are available to provide further
information and answer any questions on these materials as required.
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28 February, 2025

Age Assurance Trial Taskforce Google Australia Pty Ltd
Online Safety Branch Level 5, 48 Pirrama Road
Pyrmont NSW 2009
Tel: 02 9374-4000
Fax: 02 9374-4001
Development, Communications and the Arts www.google.com.au
GPO Box 594

CANBERRA ACT 2601

Digital Platforms, Safety and Classification Division
Department of Infrastructure, Transport, Regional

BY EMAIL
Dear Age Assurance Trial Taskforce,
Google welcomes the draft Online Safety (Age-Restricted Social Media Platforms) Rules 2025 (the draft

rules) which give effect to the Government’s stated intention to exclude YouTube from the minimum age
obligations introduced to the Online Safety Act in late 2024. It was on this understanding that these

reforms were considered and agreed to by the Australian Parliament.
YouTube’s differentiated offering

We believe that YouTube's exemption under the draft rules rightly reflects its differentiated offering to
core social media services.

YouTube operates in a fundamentally different way from social media. Unlike traditional social media
services, we don't connect users to content through their social network. Instead we rank content based
on age appropriateness, relevance and authoritativeness. When it comes to younger users, YouTube does
not offer common social media features that could increase the risk of exposure to harmful contact or
conduct. For example, the ability to upload content or write comments is disabled for users under the age
of consent, and comments as well as a number of other features are also disabled (read and write) on any
“made for kids” content on YouTube.

Australian users come to YouTube to find and consume high quality video content. We offer that content
across multiple formats, including both long and short form video, livestream and podcast. This diversity
of formats supports a diversity of content, and by focusing on how content is consumed, we can miss
thinking about what that content is. Our platform offers more than just entertainment, with a broad
catalogue that includes for example news, music, sports, parliamentary proceedings and learning

content. Our users are increasingly watching content in shared family spaces such as the living room TV
rather than on their mobile phone or computers. Views on connected TVs, for example, have increased
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more than 130% in the last 3 years. In Australia, over 65% YouTube CTV watch time is on content that is
21 min or longer.

The ACCC has recognised that YouTube is ‘significantly differentiated’ as it ‘lack(s) features designed to
facilitate social connections’ and is ‘used by users differently (for example, YouTube is often accessed
through connected TV)". As Jonathan Haidt said in his recent book, The Anxious Generation, “YouTube is
more widely used as the world’s video library than for its social features.”

Research on the effects of social media has borne this out. For example, a 2024 Harris poll asked a
representative sample of US Gen Z adults, for various platforms and products, if they wished that it “was
never invented.” YouTube had the lowest level of regret at 15 percent, lower than Netflix (17 percent), the
internet itself (17 percent), messaging apps (19 percent) and the smartphone (21 percent). This is
compared to nearly half for TikTok (47%), Snapchat (43%), and X (formerly Twitter, 50%). The Harris poll
notes, “we interpret these low numbers as indicating that Gen Z does not heavily regret the basic
communication, storytelling and information-seeking functions of the internet.”

Our business model is built on providing users with access to information and we balance openness with
a responsibility to protect our users from harm. Managing our platform responsibly is good for business.

YouTube’s revenue sharing model means we succeed when our partners succeed and revenues are
maximised when brands want to advertise next to appropriate content. This is particularly important for
content that may be served to under 18s, since we only allow contextual, not personalised, advertising for
younger users. It also means that criticisms of industry based on assumptions about business models are
simply not the case for YouTube.

YouTube’s value to younger users

YouTube enables users of all ages to access high quality information and educational resources that
supports ongoing learning, education, and development. According to research by Oxford Economics, in
Australia, 91% of users report using YouTube to gather information and knowledge.

This makes YouTube a valuable resource to teachers and educators in a classroom context. Video can be
a helpful learning aid—whether that’s to visualise a concept, bring a historic artifact to life, reinforce
learning, or grab a student's attention. According to an August 2024 lpsos study:

® 84% of teachers surveyed in Australia use YouTube on at least a monthly basis to help their
students learn

o 385% of teachers surveyed in Australia say YouTube has the right kind of content to complement
traditional lesson plans

e 82% of teachers surveyed in Australia would recommend YouTube to students to support their
learning.

! ACCC Digital platforms services inquiry: Interim report 6: Report on social media services, March 2023,
p.11
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But YouTube’s value to younger users extends well beyond the boundaries of a traditional learning
environment. According to the same August 2024 Ipsos study, 84% of teachers surveyed in Australia say
YouTube helps students to continue to learn outside of the classroom and 82% of teachers surveyed in
Australia say learning-related content on YouTube helps students spend their online time in a positive
way.

The breadth and diversity of content means YouTube plays a critical role in providing younger users with
access to information that supports their growth, development and wellbeing. For example, as of
December 2023, YouTube had over 1.3B views on mental health conditions videos from channels in
Australia and over 100K videos on mental health conditions from channels in Australia. More broadly,
YouTube is also a resource for younger Australians to gain new knowledge, explore interests or master
skills. As the world's largest video library, this can include anything from pursuing creative hobbies like
drawing or sewing, to learning to play an instrument like First Nations artist Tia Gostelow, or deep diving
on topics of interest in documentaries on the History Channel or National Geographic.

Research by Oxford Economics found that Australian parents also agree that YouTube can be a valuable
learning tool, with 85% of parents who use YouTube agreeing that YouTube (or YouTube Kids for children
under 13) provides quality content for their children's learning and/or entertainment and 75% of
Australian parents who use YouTube agreeing that YouTube (or YouTube Kids for children under 13) makes
learning more fun for their children.

YouTube’s protections for younger users

We use our recommendation system to connect users of all ages to high-quality content and minimize
the chances they'll see low-quality content. For younger users, we worked with independent child
development and digital wellbeing experts to develop our kids and family quality principles, which we use
to guide how we surface content in YouTube’s recommendations. We raise high-quality kids and families
content in recommendations that meet these principles and reduce the spread of content that matches
our low-quality principles — for instance, because it's heavily commercial, pseudo-educational, or
misleading. We have also updated our recommendation systems to ensure that teens aren’t overly
exposed to content that, while innocuous if seen in isolation, could potentially be problematic for some if

viewed repeatedly.

Beyond this, we have additional guardrails that help provide a safer and more age-appropriate experience
for Google Accounts under 18 on the YouTube main platform. This includes:
e YouTube Autoplay is off by default, with digital well-being features, such as "take a break” and

bedtime reminders, turned on by default.
e For teenagers over the age of consent, uploads are defaulted to the most private option available,
with transparency notices clarifying this to users.

e We connect users of any age to helpful resources by surfacing full-page crisis resource panels

with direct links to live support from crisis service resources. The panel may surface when a user
watches videos on certain topics such as suicide, self-harm, or eating disorders, or when a user
searches for topics related to certain health crises or emotional distress.
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e We age restrict content that doesn't violate our policies but is inappropriate for users under 18. In
Australia, regardless of their declared age, YouTube users will not be shown mature content until
the age assurance model used by YouTube is sufficiently confident that a user is aged over 18.

e We prohibit personalized ads to users under 18 and restrict sensitive ads categories like tobacco,
alcohol, dangerous activities, weight loss.

Finally, we have recently announced that we will be taking steps to use machine learning from 2025 to
help us better understand whether a user is likely to be over or under 18. If we estimate that a user may
be under the age of 18 - regardless of their declared age - we will apply additional protections to ensure a

more age appropriate experience across our products, including YouTube.

Thank you again for the opportunity to discuss and provide further feedback on the draft rules. Please
don't hesitate to be in touch if you have any further questions.

S 4/F

Government Affairs and Public Policy
YouTube
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